Its very exciting to announce first (public) package (and the second package I’ve ever written, the first being unannounced until the accompanying paper is accepted). That package is **MCHT**, a package for bootstrap and Monte Carlo hypothesis testing.

**MCHT** is a package implementing an interface for creating and using Monte Carlo tests. The primary function of the package is MCHTest(), which creates functions with S3 class MCHTest that perform a Monte Carlo test.

**Installation**

**Library**("MCHT").

**Monte Carlo Hypothesis Testing**

Monte Carlo testing is a form of hypothesis testing where the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values are computed using the empirical distribution of the test statistic computed from data simulated under the null hypothesis. These tests are used when the distribution of the test statistic under the null hypothesis is intractable or difficult to compute, or as an exact test (that is, a test where the distribution used to compute $p$-values is appropriate for any sample size, not just large sample sizes).

Suppose that ![s_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAMAAACXmSduAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqq6urrc3NyIiIhYWFju7u4yMjJ2dnZEREQiIiIJCQmYmJjMzMw1j81IAAAATklEQVQImVWOOQ4AMQgDbSCEXP//7pIqrCvGskYAcKMIXppCW+GeRY2s1X8FzuSDmWt7Po+rBNSMtLxJbk+LjFQXiREShYejnfJXzmPrB1TQARh3kMTGAAAAAElFTkSuQmCC)is the observed value of the test statistic and large values of ![s_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAMAAACXmSduAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqq6urrc3NyIiIhYWFju7u4yMjJ2dnZEREQiIiIJCQmYmJjMzMw1j81IAAAATklEQVQImVWOOQ4AMQgDbSCEXP//7pIqrCvGskYAcKMIXppCW+GeRY2s1X8FzuSDmWt7Po+rBNSMtLxJbk+LjFQXiREShYejnfJXzmPrB1TQARh3kMTGAAAAAElFTkSuQmCC)are evidence against the null hypothesis; normally, ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values would be computed as ![1 - F(s_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAARCAMAAACxUuG9AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqpUVFSIiIgvLy/c3Nzu7u66uroICAiYmJh2dnbMzMxmZmZEREQ8TjHXAAAA+UlEQVQ4jZWTCRLDIAhFRVzA5f7XLWiTmMZqy4yZUb8P+EZj/onww8ojciGLmCx5naWnANtG4LqCUMtU9Mt+IigqYnQLxnuTZfgyE0TUL6wYtR8EGWlWhjFuyyDugENsAkKMo8LmDcOLme8efLetyIIdJYwbBhNi7deRO8rZj5Yg3Rhgj8hHoZLSx0srHhLdc2a7qUPtCEO+dsjBKIllzQh0Fd7yGScLePMU1A/+zgAaeCoLWoz2hwjtsBBZZo4STAlBtjCf03YvAMDSXIz1uGz7w5M549YCgondIDtXf4lRXYP8XPGTvA8YWpZWkr7BMHnLa8jzxaivL4sVBIwHcAvVAAAAAElFTkSuQmCC), where ![F(s_n) = F(S_n \leq s_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI4AAAARCAMAAAA8E2SsAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiqqqpUVFTc3NwQEBBmZmbu7u66urp2dnaYmJjMzMxEREQyMjLPMmwAAAABqElEQVRIiZVVWRbDIAgMqMG43P+6dU1UiG35SF8sMwMjmuNgQT+sbOKvZAnoT6MALmV0frt4IugdjQQnSKHxr3JuFW9KZWd+Okn63PJwOKn00MaL6fTmX1eBWH5c5hCVLezK4fBQigpSsj7Vm9ddJVSS7O0l58ZdORxu7vqW8OrcbHxTMa6S3SsEaO2YqGTfX+BHFAYwhVXXtFGrTFXRaQiby7oanFrQagS6zW5x+GGNCcwbx5ZWmariDECo/fhKG9f9xdbuecdDzeEZcJrFIYzM4VWmqqhUobajbOpunhY/eTUHhzeOJY8uZeeVVaaq5L2nsb78T5wuDbs56gyO5Y2E8YewXEWzTFEh81hW64tpAaZOsM2OsFkcXi6gw4rjjOGZQiZTVHBwtbREmSjvAAC2OkA4tJ1jhR8xY2gmeML2U8plkgpBNPAMWTkaiOhSh9aGfnTV200qwcGDg8w/EIiNrDJcZTIPsFu+meR3+EiwBfUsQWVcCpRuJstVNjEz3gQpUPVYD3zPklRwGPVk4pW/ifS9Qwn+EOyjZckqyOHbD+h3+I+RVT4pzwsFeZCZ+gAAAABJRU5ErkJggg==)is the cumulative distribution functions and ![S_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAPCAMAAAA1b9QjAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIju7u66uroJCQmqqqpERETc3Nx2dnYqKiqYmJjMzMxUVFRmZmZzg9lYAAAAYklEQVQYlW2PSQ7AMAgDIUDI+v/vFlDVLKoPFhmw5ACYEppU4FMaZsp9kazhCwCHt43UApeIObeLyeSfu22fokFdZAahLVXxLamIIv7Ajg19ILKSW9h3coT9HwlGp4MAlKYPuOEBgWG+DsQAAAAASUVORK5CYII=)is the random variable version of ![s_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAMAAACXmSduAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqq6urrc3NyIiIhYWFju7u4yMjJ2dnZEREQiIiIJCQmYmJjMzMw1j81IAAAATklEQVQImVWOOQ4AMQgDbSCEXP//7pIqrCvGskYAcKMIXppCW+GeRY2s1X8FzuSDmWt7Po+rBNSMtLxJbk+LjFQXiREShYejnfJXzmPrB1TQARh3kMTGAAAAAElFTkSuQmCC). We cannot use ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)for some reason; it’s intractable, or the ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)provided is only appropriate for large sample sizes.

Instead of using ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)we will use ![\hat{F}_N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAATCAMAAACjpw26AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIju7u7c3NyYmJiqqqoQEBBmZmYsLCxUVFTMzMwAAAC6urp2dnZERESyc1goAAAAgElEQVQYlY1Q2QrAIAxrqq33/v9z54Eb1D0siIVgc0i0gEYf8DXjg+Z5fiGHkoCWijN8mQrB6CAuX6NyhTnE0OpPjsh1LxcO2itwnS1T6ht17sUwLjzSvBd5J+K3BteG7S76yAmzksvjAaIib/NuJGfUTudoyy7VaD/epdFJRtQbvP8CQ2MhMGYAAAAASUVORK5CYII=), which is the empirical CDF of the same test statistic computed from simulated data following the distribution prescribed by the null hypothesis of the test. For the sake of simplicity in this presentation, assume that ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAMAAACDd7esAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWIiIj///8JCQnu7u52dna6urpEREQnJyeYmJjc3NyqqqpUVFRmZmbMzMxAj6v4AAAAS0lEQVQImT3NSQ7AMAgDQEN2mvz/u8VWWg5okEHAsgqyVoB8si0/dF8Mu9FO2pRH1SA39z6vzWJ7/cyMjqIXg95y087438FwMKGzF1+xAU5GZQJOAAAAAElFTkSuQmCC)is a continuous random variable. Now our ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value is ![1 - \hat{F}_N(s_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAUCAMAAAAQlCuDAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIhUVFQvLy/c3Nzu7u6YmJi6uroJCQl2dnbMzMxmZmZEREQgzhQlAAABL0lEQVQ4jbVUC67EIAgUUPDX+193RWtW3W5tXt6SpmkRhmFQjdkaxn3MUxOf8N/AuD6/tE/4BwVTDoQYKbjJfaEi1giW4w4t1JJ5KizuIjJrtKC9ATsXZfS5fBXp65jgDuxoiTD64hUxY+wWLMiC1LMMI3g/uiltwFxRfu3KNY1zWaHRL7gBk4B4LLNLDdzS0i3ECQyoW+rUS21Xm3E26wvPpCJ4CDOLRBtmKhl3ktymCp1pspOaPt+D8Xuzso/YZlEZGFtWcBoAqGbyHQzC+5M5GKfts8az0lMNEAHaRYBS/myI6/BPMmUJu3qlQYIWV6cJAFL69v7oe4We3weiGrWDMHWHYHwTkS6yvpiSsufFNqYdXHarX0vcmqM6qjMeBllKl1EPPv/5PobP06mkX1ZBBY0Lhz5dAAAAAElFTkSuQmCC), where ![\hat{F}_N(s_n) = \frac{1}{N}\sum_{j = 1}^{N}I_{\{\tilde{S}_{n,j} \leq s_n\}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMEAAAAZCAMAAAC/8brsAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIiqqqqYmJju7u5mZmbc3NxUVFS6urp2dnYQEBAsLCwAAADMzMxERETJ07q2AAAC3klEQVRYhb1Yi5arIAwkgBAQ/f/PvQGshEfRre2ds6drUWGSTB67QmSAE7+HWZf4Ab/YW+H2k33bY7ymj59srdPP821g6geNju7LLxx0E71NV1ZKN7VAau2F2Z5wGmNbggVwNphqeZAZYPq1CqpYEILN2NcQQnI86cfKUQiQGDwS1xaSc5fKxWrEdrnYiVmgApZrb9MvOmodMj0YfAxYxXFAgRmSxYt8ZxYI6xmrPV5H948r0cHgY+yZbRVfNxbMxUncAu139kUKY+MxEruXCoOP4VVfITJVDRKrI+08D7kFAsPtCh2eFShDKdyKxmT/LXTH8nU1JYV251RcuMr8k8GzNFAeYG8qz5YtWm3DQR7PLSdmNWS9KW/FnwM73XMES142SSul7R9M0YeaxGb799/DhHv6tn/atUdMgyOKZ9t/+ZrKXyVRfEspFJRFdU8e/nD6H5vd63Fd1Frafvb1SnegymR55ME9Fc3Shk0gJjPYbDJXSaXGid16w+x5RfrC72z7OopHx0BEiQHIgzpMCPejZ6s5ZMzYBKIyA0h3Y1+1o8iZfmRJb2hYPbzCwdp+qkVSSkWbIe6v8jrcuzCpR0+9v3+2xCcx0KcF8ZxBz0A3iAt0a6ztV+KhJzEnxizlutGTFzK61KpKok5hmY/1S2+AdK814P2pt4C3fc6V9GY3FG1StG83o6djD8dWrGgf7TJMb8FL1Rv4qoS7ZMF27lOptJZE3fb5EElqcHHS09O/5JrRU7KjMGuwqsytBZAiFJn2rj1VZOyOBtTZlqa9XPYNdT4l1KNn6eUGbe4LtDSJQY5ZfHDRhSSe5hin4mRpwCh1KGRWVz5BPXquniMFtp6a6glEZNcjUadoF5JmKyw1DYhxOqZyleUzCtbnmI2eB5Z5x+J8TpIC+pcWoXO2f9eCS+DVaM41kUmm3hC/Kkho33Azf30f+7SQEXSXl9H9k/ot/8e/iJ6BojAQUY1/AJMQcOeyb/gAAAAASUVORK5CYII=)where ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///8AAADu7u6YmJjc3NxUVFQiIiIQEBCIiIiysrJmZmZERETMzMxwl1vdAAAAOUlEQVQImTWLRwIAIAjDiogM/f97XdBLckgBwIOEcbeoPcLGJ2akkH/2SrgSkRTlSnom+tBsqJ3XBibCALHOKeNSAAAAAElFTkSuQmCC)is the indicator function and ![\tilde{S}_{n,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAVCAMAAACE9bUqAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIi6urru7u6qqqpERESYmJgpKSnc3NwJCQnMzMx2dnZmZmZUVFTjW1UpAAAAkUlEQVQokX1R2xbDIAgLFxGt/v/vDu3Z2dqx5iEPBgIRICCjGCsSdEA5Ex4gFPDETmaQt/6rFN+cmLXNlij1+LcAt1ayjgUd7aEvqZfFUm+VkW5shRO3SjjDOpEq7TexEUydjNYDc4Q9TQ1FvrtJP6bXsVE3O2NV+7wqwGGOGqcyyrPFwsnHx4Wdb2PeUBSKthc74AJUOHotDgAAAABJRU5ErkJggg==)is an independent random copy of ![S_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAPCAMAAAA1b9QjAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIju7u66uroJCQmqqqpERETc3Nx2dnYqKiqYmJjMzMxUVFRmZmZzg9lYAAAAYklEQVQYlW2PSQ7AMAgDIUDI+v/vFlDVLKoPFhmw5ACYEppU4FMaZsp9kazhCwCHt43UApeIObeLyeSfu22fokFdZAahLVXxLamIIv7Ajg19ILKSW9h3coT9HwlGp4MAlKYPuOEBgWG+DsQAAAAASUVORK5CYII=)computed from simulated data with a sample size of ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=).

The power of these tests increase with ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)(see [1]) but modern computers are able to simulate large ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)quickly, so this is rarely an issue. The procedure above also assumes that there are no nuisance parameters and the distribution of ![S_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAPCAMAAAA1b9QjAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIju7u66uroJCQmqqqpERETc3Nx2dnYqKiqYmJjMzMxUVFRmZmZzg9lYAAAAYklEQVQYlW2PSQ7AMAgDIUDI+v/vFlDVLKoPFhmw5ACYEppU4FMaZsp9kazhCwCHt43UApeIObeLyeSfu22fokFdZAahLVXxLamIIv7Ajg19ILKSW9h3coT9HwlGp4MAlKYPuOEBgWG+DsQAAAAASUVORK5CYII=)can effectively be known precisely when the null hypothesis is true (and all other conditions of the test are met, such as distributional assumptions). A different procedure needs to be applied when nuisance parameters are not explicitly stated under the null hypothesis. [2] suggests a procedure using optimization techniques (recommending simulated annealing specifically) to adversarially select values for nuisance parameters valid under the null hypothesis that maximize the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value computed from the simulated data. This procedure is often called *maximized Monte Carlo* (MMC) testing. That is the procedure employed here. (In fact, the tests created by MCHTest() are the tests described in [2].) Unfortunately, MMC, while conservative and exact, has much less power than if the unknown parameters were known, perhaps due to the behavior of samples under distributions with parameter values distant from the true parameter values (see [3]).

**Bootstrap Hypothesis Testing**

Bootstrap statistical testing is very similar to Monte Carlo testing; the key difference is that bootstrap testing uses information from the sample. For example a parametric bootstrap test would estimate the parameters of the distribution the data is assumed to follow and generate datasets from that distribution using those estimates as the actual parameter values. A permutation test (like Fisher’s permutation test; see [4]) would use the original dataset values but randomly shuffle the labeles (stating which sample an observation belongs to) to generate new data sets and thus new simulated test statistics. ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values are essentially computed the same way.

Unlike Monte Carlo tests and MMC, these tests are not exact tests. That said, they often have good finite sample properties. (See [3].) See the documentation mentioned above for more details and references.

**Motivation**

Why write a package for these types of tests? This is not the only package that facilitates bootstrapping or Monte Carlo testing. The website RDocumentation includes documentation for the package **MChtest**, by Michael Fay which exists for Monte Carlo testing, too. The package **MaxMC** by Julien Neves is devoted to MMC specifically, as described by [2]. Then there’s the package **boot**, which is intended to facilitate bootstrapping. (If I’m missing anything, please let me know in the comments.)

**MChtest** is no longer on CRAN and implements a particular form of Monte Carlo testing and thus does not work for MMC. **MaxMC** appears to be in a very raw state. **boot** seems general enough that it could be used for bootstrap testing but still seems more geared towards constructing bootstrap confidence intervals and standard errors rather than hypothesis testing. All of these have a very different architecture from **MCHT**, which is primarily for creating a function like t.test() that performs a hypothesis test that was described when the function was created.

Additionally, this was good practice in practicing package development and more advanced R programming. This is the first time I made serious use of closures, S3 classes and R’s flavor of object-oriented programming, and environments. So far the result seems to be an flexible and robust tool for performing tests based on randomization.

**Getting Started**

Let’s start with a “Hello, world!”-esque example for a Monte Carlo test: a Monte Carlo version of the ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test.

The one-sample ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test, one of the oldest statistical tests used today, is used to test for the location of the population mean ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMCAMAAABstdySAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEW6urr///8yMjKqqqqIiIju7u4UFBR2dnbMzMwAAABERERmZmbc3NyrYP83AAAASUlEQVQImTXMCQ4AIQgDwNYDUff/793WKAlhkgIgWdStEiTMAnMMcdIsN9GYXavbRChftX9gEzPSH9YaQD3PvHoKGXz07WV/OX9MCAExCgOgnQAAAABJRU5ErkJggg==). It decides between the set of hypotheses:

![H_0: \mu = \mu_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAQCAMAAABZVWPNAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///9mZmYICAiIiIiqqqq6urqYmJju7u4yMjLc3Nx2dnZUVFRERETMzMwiIiKEimOaAAAA70lEQVQ4ja1TWw6AMAjbYO+H9z+u4ByJjvllExdDLVJgxhjTLdRgIkLCaP5BhysTuJ/yGYMHnxnybxmb5TPAbwlvu7U+o+GQ10QP7nuy0BkKEiA8v8s43zxLkt8lXOlRTNy3sRQ6Zk+sIGj0hWHXccy5oJTC/78K0SG0qIdd28gojaitEl4utNuMkxb1vTWJ2hao/roU6bn65mLWXQstajdaAJ06QlntHJpMBoEvQd/NWuhbHfEArq5C6SM2G+7m9rRWvHfb7RH6ob4RUHMN37ddaE2d61jXB/rxjmxoVU3zX8x9TPlFa2oN8dv0mz4BKQYFtQQuSiUAAAAASUVORK5CYII=)

![H_A: \mu \neq \mu_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAQCAMAAAC/fKiJAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIgXFxdmZmaqqqq6urqYmJju7u4AAADc3NxERETMzMxUVFQyMjJ2dnYqUob+AAABIUlEQVQ4jZVUi7KFIAj0gfjM///cC2peTXNOzETlKiwrKoQQUbuEwkp1SSu+WMQT6EowBZ9CCpFOHKRi753/FjPKExo0e1TfYop0RGvdaZ005LnokZM+ZiS6wN5lSaZW2X1fZ3jVZd6IrnDlY4+S5kzOtR/NFgI53ME1ZckJ95jPm6DMotDpFrYwAFa+tW59z9LT9GbcdFIPA4A72OuWrbXS1fQzcdMFhscC2KoQV6+KBviAkapMTBVqEBfLy5pBm75R3MlRxf/txakROpxpgQY+nYq+MLlcolJu1Q8K3KRDyMbA0DOzRB0uQZcuigig4lK+exxINHsYZSt/nk1PWu6AReb0AvtUz8FoPkh2y0Ux7Tv/mzeYWurXa8k+svgz/AfMpQbX8j6MeAAAAABJRU5ErkJggg==)

(The alternative could also be one-sided, perhaps instead stating ![\mu  \mu_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAMCAMAAABLG116AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+6urqqqqqIiIgyMjLu7u52dnYUFBRERERmZmYAAADMzMyYmJjc3NxUVFRixV9cAAAAdElEQVQYlVWPCxKAIAhEEfJTavc/bgtU6M7AvEFgkYjoQAjTRq6khSNt9KoUpGunV9pm/UHMw2avDINzpYloalCRGucZNLD4xpig0GvnhYoQnSi0VlJiWcmehhu4fhpiC3v9XoLmbb/321RBejwM8r8vyPUAmjsCtOA3HFcAAAAASUVORK5CYII=).) The ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test is an exact, most-powerful test for any sample size if the data generating process (DGP) that was used to produce the sample is a [Gaussian distribution](https://en.wikipedia.org/wiki/Normal_distribution). If we believe this assumption then the Monte Carlo version of the test is a contrived example as we could not do better than to use t.test(), but the moment we drop this assumption there is an opening for Monte Carlo testing to be useful.

Let’s load up the package.

library(MCHT)

## .------..------..------..------.

## |M.--. ||C.--. ||H.--. ||T.--. |

## | (\/) || :/\: || :/\: || :/\: |

## | :\/: || :\/: || (\_\_) || (\_\_) |

## | '--'M|| '--'C|| '--'H|| '--'T|

## `------'`------'`------'`------' v. 0.1.0

## Type citation("MCHT") for citing this R package in publications

The star function of the pacakge is the MCHTest() function.

args(MCHTest)

## function (test\_stat, stat\_gen, rand\_gen = function(n) {

## stats::runif(n)

## }, N = 10000, seed = NULL, memoise\_sample = TRUE, pval\_func = MCHT::pval,

## method = "Monte Carlo Test", test\_params = NULL, fixed\_params = NULL,

## nuisance\_params = NULL, optim\_control = NULL, tiebreaking = FALSE,

## lock\_alternative = TRUE, threshold\_pval = 1, suppress\_threshold\_warning = FALSE,

## localize\_functions = FALSE, imported\_objects = NULL)

## NULL

The documentation for this function is the majority of the manual and I’ve written multiple examples demonstrating its use. In short, a single call to MCHTest() will create an MCHTest-S3-class object (which is just a function) that can be use for hypothesis testing. Three arguments (all of which are functions) passed to the call will characterize the resulting test:

* test\_stat: A function with an argument x that computes the test statistic, with x being the argument that accepts the dataset from which to compute the test statistic.
* rand\_gen: A function generating random datasets, and must have either an argument x that would accept the original dataset or an argument n that represents the size of the dataset.
* stat\_gen: A function with an argument x that will take the random numbers generated by rand\_gen and turn them into a simulated test statistic. Sometimes stat\_gen is the same as test\_stat, but it is better to write separate functions, as will be seen later.

The functions passed to these arguments can accept other parameters, particularly parameters describing test parameters (that is, the parameter values we are testing, such as the population mean ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMCAMAAABstdySAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEW6urr///8yMjKqqqqIiIju7u4UFBR2dnbMzMwAAABERERmZmbc3NyrYP83AAAASUlEQVQImTXMCQ4AIQgDwNYDUff/793WKAlhkgIgWdStEiTMAnMMcdIsN9GYXavbRChftX9gEzPSH9YaQD3PvHoKGXz07WV/OX9MCAExCgOgnQAAAABJRU5ErkJggg==)), fixed parameters (parameter values the test assumes, like ![\sigma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXu7u7///8QEBBMTEwiIiIAAAC6urqqqqp2dnaYmJiIiIgyMjLc3NzMzMy0DLMOAAAAPUlEQVQImR2LQRLAIAwCIZpEa/v/7xa8wMIASI7IjAkQp1hTDbgeWUCIpNFtDel7B21c24hDfo669W4fyR8lywDpBZiLRAAAAABJRU5ErkJggg==), the population standard deviation, whose value is assumed by the ![z](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAICAMAAADz0U65AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJiIiIj////c3Nyqqqp2dnYyMjLMzMxdXV26uroQEBBERERLLAdlAAAAM0lEQVQImRXGyQEAIAwCQZL11v7rlTxYRqA5RReMlXtgNDitAN0uRMULXxqZb4WhQ9wNHyH0APJMkWSYAAAAAElFTkSuQmCC)-test often taught in introductory statistics courses;), and nuisance parameters (parameter values we don’t know, are not directly investigating, and may be needed to know the distribution of the test statistic). For the cases mentioned above, there are MCHTest() parameters that can be used for recognizing them: test\_params, fixed\_params, and nuisance\_params, respectively. While one could in principle ignore these parameters and pass functions to test\_stat, stat\_gen, and rand\_gen that use them anyway, I would recommend not doing so. First, there’s no guarantee that MCHTest-class objects would handle the extra parameters correctly. Second, when MCHTest() is made aware of these special cases, it can check that the functions passed to test\_stat, stat\_gen, and rand\_gen handle these types of parameters correctly and will throw an error when it appears they do not. This safety measure helps you use **MCHT** correctly.

Carrying on, let’s create our first MCHTest object for a ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test.

ts <- function(x) {

sqrt(length(x)) \* mean(x)/sd(x)

}

mc.t.test.1 <- MCHTest(ts, ts, rnorm, N = 10000, seed = 123)

Above, both test\_stat and stat\_gen are ts() (they're the first and second arguments, respectively) and the random number generator rand\_gen is rnorm(). Two other parameters are:

* N: the number of simulated test statistics to generate.
* seed: the seed of the random number generator, which makes test results consistent and reproducible.

MCHTest-class objects have a print() method that summarize how the object was defined. We see it in action here:

mc.t.test.1

##

## Details for Monte Carlo Test

##

## Seed: 123

## Replications: 10000

##

## Memoisation enabled

## Argument "alternative" is locked

This will tell us the seed being used and the number of replicates used for hypothesis testing, along with other messages. I want to draw attention to the message Argument "alternative" is locked. This means that the test we just created will ignore anything passed to the parameter alternative (similar to the parameter of the same name t.test() has). We can enable that parameter by setting the MCHTest() parameter lock\_alternative to FALSE.

(mc.t.test.1 <- MCHTest(ts, ts, rnorm, N = 10000, seed = 123,

lock\_alternative = FALSE))

##

## Details for Monte Carlo Test

##

## Seed: 123

## Replications: 10000

##

## Memoisation enabled

Let's now try this function out on data.

dat <- c(0.27, 0.04, 1.37, 0.23, 0.34, 1.44, 0.34, 4.05, 1.59, 1.54)

mc.t.test.1(dat)

##

## Monte Carlo Test

##

## data: dat

## S = 2.9445, p-value = 0.0072

If you run the above code you may see a complaint about %dopar% being run sequentially. This complaint appears when we don't register CPU cores for parallelization. **MCHT** uses **foreach**, **doParallel**, and **doRNG** to parallelize simulations and thus hopefully speed them up. Simulations can take a long time and parallelization can help make the process faster. If we were to continue we would not see the complaint again; R accepts that there's only one core visible and thus doesn't parallelize. But we can register the other cores on our system with the following:

library(doParallel)

registerDoParallel(detectCores())

Not only do we have parallelization enabled, MCHTest() automatically enables [memoization](https://en.wikipedia.org/wiki/Memoization) so that it doesn't redo simulations if the data (or at least the data's sample size) hasn't changed. (This can be turned off by setting the MCHTest() parameter memoise-sample to FALSE.) Again, this is so that we save time and don't have to fear repeat usage of our MCHTest-class function.

The above test effectively checked whether the population mean was zero against the alternative that the population mean is greater than zero (due to the default behaviour when alternative is not specified). By changing the alternative parameter we can test against other alternative hypotheses.

mc.t.test.1(dat, alternative = "less")

##

## Monte Carlo Test

##

## data: dat

## S = 2.9445, p-value = 0.9928

## alternative hypothesis: less

mc.t.test.1(dat, alternative = "two.sided")

##

## Monte Carlo Test

##

## data: dat

## S = 2.9445, p-value = 0.0144

## alternative hypothesis: two.sided

Compare this to t.test().

t.test(dat, alternative = "two.sided")

##

## One Sample t-test

##

## data: dat

## t = 2.9445, df = 9, p-value = 0.01637

## alternative hypothesis: true mean is not equal to 0

## 95 percent confidence interval:

## 0.2597649 1.9822351

## sample estimates:

## mean of x

## 1.121

The two tests reach similar conclusions.

However, t.test() is an exact and most-powerful test at any sample size under the assumptions we made. But all we need to do is not assume the data was drawn from a Gaussian distribution to throw the ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test for a loop. ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test will often do well even when the Gaussian assumption is violated but those statements hold for large sample sizes; at no sample size will the test be an exact test. Monte Carlo tests, though, can be exact tests for any sample size under different (often strong) distributional assumptions, without having to compute the distribution of the test statistic under the null hypothesis.

I know for a fact that dat was generated using an exponential distribution, so let's write a new version of the ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test that uses this information. While we're at it, let's add a parameter so that we know we're teseting for the mean of the data and that mean can be specified by the user.

ts <- function(x, mu = 1) {

# Throw an error if mu is not positive; exponential random variables have only

# positive mu

if (mu <= 0) stop("mu must be positive")

sqrt(length(x)) \* (mean(x) - mu)/sd(x)

}

sg <- function(x, mu = 1) {

x <- mu \* x

sqrt(length(x)) \* (mean(x) - mu)/sd(x)

}

(mc.t.test.2 <- MCHTest(ts, sg, rexp, seed = 123,

method = "One-Sample Monte Carlo Exponential t-Test",

test\_params = "mu", lock\_alternative = FALSE))

##

## Details for One-Sample Monte Carlo Exponential t-Test

##

## Seed: 123

## Replications: 10000

## Tested Parameters: mu

## Default mu: 1

##

## Memoisation enabled

Using this new function works the same, only now we can specify the ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMCAMAAABstdySAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEW6urr///8yMjKqqqqIiIju7u4UFBR2dnbMzMwAAABERERmZmbc3NyrYP83AAAASUlEQVQImTXMCQ4AIQgDwNYDUff/793WKAlhkgIgWdStEiTMAnMMcdIsN9GYXavbRChftX9gEzPSH9YaQD3PvHoKGXz07WV/OX9MCAExCgOgnQAAAABJRU5ErkJggg==)we want to test.

mc.t.test.2(dat, mu = 2, alternative = "two.sided")

##

## One-Sample Monte Carlo Exponential t-Test

##

## data: dat

## S = -2.3088, p-value = 0.181

## alternative hypothesis: true mu is not equal to 2

mc.t.test.2(dat, mu = 1, alternative = "two.sided")

##

## One-Sample Monte Carlo Exponential t-Test

##

## data: dat

## S = 0.31782, p-value = 0.6888

## alternative hypothesis: true mu is not equal to 1

t.test(dat, mu = 1, alternative = "two.sided")

##

## One Sample t-test

##

## data: dat

## t = 0.31782, df = 9, p-value = 0.7579

## alternative hypothesis: true mean is not equal to 1

## 95 percent confidence interval:

## 0.2597649 1.9822351

## sample estimates:

## mean of x

## 1.121

Now the ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test and the Monte Carlo test produce ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values that are not similar, and the Monte Carlo ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test will in general be more accurate. (It appears that the regular ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)-test is more conservative than the Monte Carlo test and thus is less powerful.)

**Conclusion**

I would consider the current release of **MCHT** to be early beta; it is usable but it's not yet able to be considered "stable". Keep that in mind if you plan to use it.

I'm very excited about this package and look forward to writing more about it. Stay tuned for future blog posts explaining its functionality. It's highly likely it has strange and mysterious behavior so I hope that if anyone encounters strange behavior, they report it and help push **MCHT** closer to a "stable" state.